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Abstract

Big Data is a new term used to identify
datasets that we cannot manage with cur-
rent methodologies or data mining soft-
ware tools due to their large size and com-
plexity. Big Data mining is the capabil-
ity of extracting useful information from
these large datasets or streams of data.
New mining techniques are necessary due
to the volume, variability, and velocity,
of such data. MOA is a software frame-
work with classification, regression, and
frequent pattern methods, and the new
APACHE SAMOA is a distributed stream-
ing software for mining data streams.

1 Introduction

Big Data is a new term used to identify the datasets
that due to their large size, we can not manage
them with the typical data mining software tools.
Instead of defining “Big Data” as datasets of a con-
crete large size, for example in the order of mag-
nitude of petabytes, the definition is related to the
fact that the dataset is too big to be managed with-
out using new algorithms or technologies. There
is need for new algorithms, and new tools to deal
with all of this data. Doug Laney (Laney, 2001)
was the first to mention the 3 V’s of Big Data man-
agement:

• Volume: there is more data than ever before,
its size continues increasing, but not the per-
cent of data that our tools can process

• Variety: there are many different types of
data, as text, sensor data, audio, video, graph,
and more

• Velocity: data is arriving continuously as
streams of data, and we are interested in ob-
taining useful information from it in real time

Nowadays, there are two more V’s:

• Variability: there are changes in the structure
of the data and how users want to interpret
that data

• Value: business value that gives organiza-
tions a competitive advantage, due to the abil-
ity of making decisions based in answering
questions that were previously considered be-
yond reach

For velocity, data stream real time analytics are
needed to manage the data currently generated,
at an ever increasing rate, from such applications
as: sensor networks, measurements in network
monitoring and traffic management, log records
or click-streams in web exploring, manufactur-
ing processes, call detail records, email, blogging,
twitter posts and others. In fact, all data generated
can be considered as streaming data or as a snap-
shot of streaming data, since it is obtained from an
interval of time.

In the data stream model, data arrive at high
speed, and algorithms that process them must
do so under very strict constraints of space and
time. Consequently, data streams pose several
challenges for data mining algorithm design. First,
algorithms must make use of limited resources
(time and memory). Second, they must deal with
data whose nature or distribution changes over
time.

We need to deal with resources in an efficient
and low-cost way. In data stream mining, we are
interested in three main dimensions:

• accuracy

• amount of space necessary

• the time required to learn from training ex-
amples and to predict



These dimensions are typically interdependent:
adjusting the time and space used by an algo-
rithm can influence accuracy. By storing more pre-
computed information, such as look up tables, an
algorithm can run faster at the expense of space.
An algorithm can also run faster by processing
less information, either by stopping early or stor-
ing less, thus having less data to process.

2 MOA

Massive Online Analysis (MOA) (Bifet et al.,
2010) is a software environment for implement-
ing algorithms and running experiments for on-
line learning from evolving data streams. MOA

includes a collection of offline and online meth-
ods as well as tools for evaluation. In particular,
it implements boosting, bagging, and Hoeffding
Trees, all with and without Naı̈ve Bayes classi-
fiers at the leaves. Also it implements regression,
and frequent pattern methods. MOA supports bi-
directional interaction with WEKA, the Waikato
Environment for Knowledge Analysis, and is re-
leased under the GNU GPL license.

3 APACHE SAMOA

APACHE SAMOA (SCALABLE ADVANCED MAS-
SIVE ONLINE ANALYSIS) is a platform for min-
ing big data streams (Morales and Bifet, 2015). As
most of the rest of the big data ecosystem, it is
written in Java.

APACHE SAMOA is both a framework and a li-
brary. As a framework, it allows the algorithm de-
veloper to abstract from the underlying execution
engine, and therefore reuse their code on differ-
ent engines. It features a pluggable architecture
that allows it to run on several distributed stream
processing engines such as Storm, S4, and Samza.
This capability is achieved by designing a minimal
API that captures the essence of modern DSPEs.
This API also allows to easily write new bindings
to port APACHE SAMOA to new execution engines.
APACHE SAMOA takes care of hiding the differ-
ences of the underlying DSPEs in terms of API
and deployment.

As a library, APACHE SAMOA contains imple-
mentations of state-of-the-art algorithms for dis-
tributed machine learning on streams. For classi-
fication, APACHE SAMOA provides a Vertical Ho-
effding Tree (VHT), a distributed streaming ver-
sion of a decision tree. For clustering, it includes
an algorithm based on CluStream. For regression,

HAMR, a distributed implementation of Adaptive
Model Rules. The library also includes meta-
algorithms such as bagging and boosting.

The platform is intended to be useful for both
research and real world deployments.

3.1 High Level Architecture
We identify three types of APACHE SAMOA users:

1. Platform users, who use available ML algo-
rithms without implementing new ones.

2. ML developers, who develop new ML algo-
rithms on top of APACHE SAMOA and want
to be isolated from changes in the underlying
SPEs.

3. Platform developers, who extend APACHE

SAMOA to integrate more DSPEs into
APACHE SAMOA.

4 Conclusions

Big Data Mining is a challenging task, that needs
new tools to perform the most common machine
learning algorithms such as classification, cluster-
ing, and regression.

APACHE SAMOA is is a platform for min-
ing big data streams, and it is already avail-
able and can be found online at http://www.
samoa-project.net. The website includes a
wiki, an API reference, and a developer’s manual.
Several examples of how the software can be used
are also available.
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